All of Statistics - Chapter 5 Solutions

May 30, 2020

Acknowledgements: Thanks to Ben S. for correcting some mistakes.

1.
a)

See Question 8 of Chapter 3.
b)

First, note that
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wherec, —» landd, - 1. By the WLLN, n"~ 1Zin-2 and X° converge, in probability, to E[X%] and p?. By

_ =2
Theorem 5.5 (d), c,;n 1 ZiXiZ and d X converge, in probability, to the same quantities. Lastly, by Theorem 5.5

(a), S,% converges, in probability, to E[ X%] - IJZ = g2

2.

Suppose X, converges to b in quadratic mean. By Jensen’s inequality,

E[x,-b]><E[

X, - b| ] < BIx, - ©)%) - 0
Therefore, EX,, — b. Next, note that
EI(X, - )% = E[ X3 | - 2E[x, | + b2 = V(x,) + ELx,1 - 2bE X, | + b

Taking limits of both sides reveals lim,V(X,) = 0. As for the converse, we can apply the limits lim E[X ] = b
and lim V(X,) = 0 directly to the equation above.

3.

Since the expectation of X is i and the variance of X converges to zero, the desired result is obtained by an
application of our findings in Problem 2.



Alternatively, taking a more direct approach, note that
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1
= F

%E[X%] , o ; lE[Xle] 2.

Taking the limit,
EIX - )2 - E[X,X, | - p? = E[X, [E[x, ] - 4? = 0.

4,

Let € > 0. For n sufficiently large,

P(

Xn—O‘>e)=P(Xn>e)=P(Xn=n)=1/n2 -0

and hence X, converges in probability. However,

E[(Xn - 0)2] = E[Xﬁ] E[X Iix. _n}] =n2P(X,=n)=1
and hence X does not converge in quadratic mean.

5.

It is sufficient to prove the second claim since convergence in quadratic mean implies convergence in
probability. Similarly to Problem 3, we can define Y; = X 12 and apply our findings in Problem 2 to Y.

Alternatively, taking a more direct approach, note that
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Taking expectations, and using the fact that X f‘ = X, and EX; = p,
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6.

Letting F denote the CDF of a standard normal distribution, by the CLT,

Xy + -+ X9
P > 68
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P ~-68|>0]|~1-F©)=0.5.

7.

Let f > 0 be a function and € > 0 be a constant. Then,
P(‘f(n)Xn - 0‘ > €) = P(X, > e/f(n)) < P(X, # 0) = 1 — exp(~ 1/n) - 0.
It follows that f(n)X,, converges to zero in probability. Take f = 1 for Part (a) and f(n) = n for (b).

8.

Letting F denote the CDF of a standard normal distribution, by the CLT,

VI00 (X + e+ Xy
:P( ( —1)<—1)%F(—1)
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9.

Let € > 0. Then,
P(|Xn—X| >€)<P(X, #X)=1/n - 0.

Therefore, X, converges in probability (and hence in distribution) to X. On the other hand,

E[(X— Xn)z] = E[(X - e”)zf{xn;éx} ]

1+e?"
=E[1—2Xe”+e2”]P(Xn¢)Q= — -

10.



Since 1 < x*/tK whenever x > t > 0, it follows that

Z)k] E[I{Z>t}|z|k]

P(Z>t):E[I{Z>t}]SE[I{ZN}(; < v
Therefore, since the distribution is symmetric,

k
E[|Z| (I{Z>t} +I{Z<—t})] Ejzk

< .
tk tk

P(|Z| >0)=2P(Z > 0) <

Note that we only used symmetry in establishing the above and hence the result is more general than the
problem description implies.

11.

First, note that X is almost surely zero. Let € > 0 and Z be a standard normal random variable. Then,

e[27]

€2n

P( > €) = P(|Z] > e/n) <

Xn—X|>e):P(

Xn

1
€’n
Therefore, X, converges in probability (and hence in distribution) to zero.

12.

Let F be the CDF of an integer valued random variable K. Let k be an integer. It follows that F(k) = F(k + ¢) for
all 0 < ¢ < 1. We use this observation multiple times below.

To prove the forward direction, suppose X, ~> X. By definition, F, — Fy at all points of continuity of F .

Therefore,
P(X, = k)= Fy (k+1/2) = Fy (k= 1/2) - Fy(k+1/2) = Fy(k - 1/2)
=P(X = k).

To prove the reverse direction, suppose P(X,, = k) — P(X = k) for all integers k. Let j be an integer and note that

Fy ()= 2 PX, =k ~ 2 PX = k) = Fy())

k<j k<j

and hence X h X as desired.

13.

First, note that



Fyx () = P(min {z)....2,} <ximy=1-P(z; 2 x/)"

If x < 0, it follows that Fy (x) = 0. Otherwise,
P(Z, > x/n)" = (1 ~P(Z, < x/n))” - (1 —J)(;/nf(z)dz)n

= (1 —f(cn)z)n = (e_f(cn)X/”+O(n_2))n L oe M

Therefore, Fy (x) - (1 -e _’\X)I (O,m)(x) and hence X, converges in distribution to an Exp(A) random variable.

14.
By the CLT
va N
7(}(—#) = 1/\/5()(— 5) N(O, 1).
Let g(x) = x2 so that g'(x) = 2x. By the delta method,
Voo Vn .
(g(X) - g(u)) = T (Yn - Z) - N(0, 1).

’g'(u)‘a
15.

Define g:R%> —~ Rby g(x) = Xq/x,. Then, Vg(x) = (1/x,, — xl/xg) " Define VH = Vg(u) for brevity. By the

multivariate delta method,

Hy

= T _ 2 3 2, 4
\/n (Yn - N_z) -> N(O, vu ZVH) = N(O, X /p5 = 28 uy /py + Zoopi/ o).

16.

LetX,X,Y ~ N(0,1) be ID with X = ¥ . Trivially, X, ~ X and Y, - Y. However, V(X, +Y ) = V(2X,) = 4

while V(X +Y) = 2 and hence X, + Y, does not converge in distribution to X + Y.



