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1.
By Lemma 2.15, P(X = z) = F(x) — F(z—). Since F'is right-continuous, F'(z) = F(x+).

2.

By Lemma 2.15,
P(2 < X <4.8) = F(4.8) — F(2) =1/10

and

P2< X <48)=P(X =2)+P(2< X <4.8) = F(4.8) — F(2—) = 2/10.
3.
1)
Since F' is monotone, we can write F'(z—) = lim,, F'(x,,) where (x,,) is some strictly increasing sequence
converging to z. Let A,, = {X < x, } sothat {X < x} = U, A,. By continuity of probability,
P(X < z) = lim; P(4,) = lim,, F(z,).
2)

By additivity, P(X < z) + P(z < X < y) = P(X < y). The desired result follows by moving some
terms around.

3)
Taking complements, P(X > z) =1 - P(X < z) =1 — F(x).
4)

If X is continuous, P(X = ) = 0 for all & by Part 1. The desired result follows from combining this fact
with the findings from Part 2.

4.
a)



We can express the CDF using indicator functions:

T 1 3 3
Fx(z) = 21[0,1) (z) + ZI[l,oo) (z) + g(w —3) I ;35)(z) + 11[5,00)(93)-

b)
Since Y = 1/X and F'x(0) = 0, it follows that Fy(0) = 0. Fory > 0,
Fy(y) =P(X > 1/y) =1 -P(X <1/y) =1 - Fx(1/y).
5.
Suppose X and Y are independent. Then,

fxy(z,y) =P(X € {z},Y € {y}) = P(X € {z})P(Y € {V}) = fx(z)fr(y)-

To establish the converse, suppose that f Xy = fx fy. For a subset A of the support of X and a subset B of

the support of Y,
PX€AYEB) = Y fry(zy) =) fx@)) fr)
(x,y)cAxB zeA yeB
=P(X € A)P(Y € B).
6.
Note that
0 ify <0
Fy(y) =< P(X¢A) ifo<y<l1
1 ify > 1.
7.
Since

P(Z > z) = P(min{X,Y} > 2) = P(X > 2)P(Y > 2) = (1 — Fx(2)) (1 — Fy(2)),
it follows that
Fu(z) = 1 — (1 — Fx(2))(1 — Fr(2)) = Fx(2) + Fr(2) — Fx(2)Fy(2).

When X and Y have the same distribution F, Fz(2) = 2F(z) — F(z)? and hence
fz(2) = 2f(z) — 2F(2) f(2). In particular, when F’ is a uniform distribution on (0, 1),

f2(2) = 2(1 = 2) Io,1) (2)-



Let Y = X . First, note that Fy(0—) = 0 and Fy(0) = Fx(0). Moreover, Fy(z) = Fx(z) for
x> 0.

9.
Forz > 0, Fx(z) = fox e Mdt =1 — e %, Therefore, F 1(q) = —In(1 — q)/\.

10.

If X and Y are independent, then

P(g(X) € A,h(Y) e B)=P(X € g '(A),Y € h"'(B))
P(X € g }(A))P(Y € h}(B)) = P(g(X) € A)P(h(Y) € B)

under some lax conditions on g and h (Borel measurable).

11.
a)

The two variables are dependent because
PX=1,Y=0)=0#p(l—p)=PX=1)(Y =0).

b)

The two variables are independent because

)\H—je_)\ 7/+ ) i :
— < ?)pﬂ—pyze
(i + 7)!

1
is decomposable into the form g(2)h(7).

P(X =i,Y =j) =

12.

If X and Y admit a joint density satisfying f(x,y) = g(x)h(y), then

P(X <2,V <y) = /_ OO /_ ZO £(s, t)dtds — /_ oo o(s)ds /_ " h(t)dt.

oo

The marginal distribution for X is P(X < z) = ¢p, [ _zoo g(s)ds wherecy, = [ _OZO h(t)dt. It follows that
fx = hcp. We can similarly define ¢, to find that fy = gc,. Moreover, cpcy; = 1 and hence ¢, = 1/cp,. It
follows that fx vy = fx fv, as desired.

13.



a)

Note that

1 Iny 2
Fy(y) =P(e* <y) =P(X <lny) = W exp (—x—>dy.
T J —0o0

Taking derivatives,

2
fr(y) = ! eXP(—(l 2y) )

b)

TODO (Computer Experiment)

14.

Let0 < 7 < 1.Then, Fr(r) = mr? /7 = r% and hence fr(r) = 2.

15.
For0 <y <1,
Fy(y) =P(F(X) <y) =P(X < F'(y)) = F(F'(y)) = v-
For all x,
Fx(z) = P(F~'(U) < 2) = B(U < F(x)) = F(a)
16.
Note that
P(X=2z,Y=n—x)
PX=z|X+Y=n)=
P(X+Y =n)
Moreover,
AT ,—W,,n—c
P(X=z,Y=n—z)= ¢ Aelu
z!  (n—2x)!
As per the hint,



Letting T = A/(A + ), combining these facts yields

P(X=z|X+Y =n)= <”>7rx(1 — )

Z

17.

First, note that

2= [ fw1mae=c [ (o 2)aa=2e

Therefore,

fxy(z|1/2) =

fX,Y($,1/2) 4 1
fr(1/2) — 3 (x + Z) Ip1)(z).

It follows that

4 12 1 1
]P(X<1/2|Y:1/2):—/ (m—l——)d:c:—.
3 /o 4 3

18.

TODO (Computer Experiment)

19.

Let 7 be strictly increasing with differentiable inverse s. Let X be an (absolutely) continuous random variable.

Then, for Y = 7(X),
Fy(y) = P(r(X) <y) = P(X < 5(y)) = Fx(s(y))
and hence fy (y) = fx(s(y))s'(y). If 7 was instead strictly decreasing, then
Fy(y) = P(X > s(y)) = 1 — Fx(s(y))

and hence fy (y) = — fx(s(y))s'(y). Since a strictly decreasing function has a strictly decreasing inverse, it
follows that s'(y) < 0 and hence we can summarize both cases by fy = ( fxo s) ’Sl ]

20.

Let W = X — Y. Then, Fjy(—1) = 0and Fjy(1) = 1.For —1 < w < 1,
Fy(w) =P(Y > X — w). The region

{(x7y)y2x_w70§way§ 1}



is either a triangle or a right trapezoid depending on whether —1 < w < Qor0 < w < 1:
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By covering these case separately, one can derive Fyy(w) = (1 + w)2 /2 and
Fyr(w) = —w?/2 + w + 1/2, respectively. It follows that

1+w if —1<w<O
fw(w)y=< 1—w if0<w<1
0 otherwise.

Let V = X /Y. Then, Fyy(0) = 0. Forv > 0, Fy(v) = P(Y > X/v). The region

{(w,y)=y2 %,OSx,yS 1}

is either a triangle or a rectangle plus a right trapezoid depending on whether 0 < v < 1 orv > 1. By
covering these cases separately, one can derive Fy/(v) = 2/vand Fy(v) = 1/(2v) + (1 — 1/v),
respectively. It follows that

1/2 if0<v<1
fr(v) =< 1/(2v?) ifv>1
0 otherwise.
21.
Since

Fy(y) = P(max{Xy,..., X,} <) = P(X; <p)" = (1- e—ﬂy)",

it follows that fy (y) = Bne (1 — e P¥)n—1,



